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Abstract—Heterogeneous photonic-electronic systems, such as
co-packaged optics and photonic-electronic artificial intelligence
(AI) accelerators, are rapidly gaining traction but also pose
significant design challenges due to distinct design methodologies.
Digital and analog electronics are typically described using hard-
ware description languages and SPICE, respectively, whereas
photonic devices and systems are represented using permittivity
tensors on the Yee grid and the Scattering matrix formulation.
This disparity necessitates an end-to-end photonic-electronic co-
simulation tool to streamline co-design. Most preliminary co-
simulation approaches rely on translating photonic compact
models into Verilog-A or SPICE models to simulate everything
there, which not only introduces the additional complexity of
model conversion but also has potential numerical stability
problems. Additionally, another critical functionality missing
from the current implementation is enabling gradient calculation
in these co-simulators, which will be crucial for end-to-end
gradient-based electronic-photonic system optimization.

To address these challenges, we introduce SPIPE, a differ-
entiable SPICE-level co-simulation framework for integrated
photonic-electronic systems. SPIPE is the first co-simulator
to overcome model conversion issues and to provide differ-
entiability. Numerical experiments on several circuits confirm
the accuracy of SPIPE when compared to analytical solu-
tions and real-world experimental data. Furthermore, in cases
where existing simulators are applicable, SPIPE achieves a
runtime reduction of 2∼85× compared to an industry-standard
simulator. SPIPE features an integrated simulation interface
with a low usage barrier, opening avenues for more accessi-
ble and effective photonic-electronic co-design. SPIPE is open
sourced: https://github.com/zhengqigao/spipe.

Index Terms—heterogeneous photonic-electronic system,
photonic-electronic co-simulator

I. INTRODUCTION

Although the concept of free-space bulk optics has existed
for several centuries, the miniaturization of optical components
onto an integrated chip is a relatively recent development.
There are several technology platforms available for this
integration purpose, such as GaAs, InP, and silicon. Among
all candidates, silicon stands out due to its compatibility
with CMOS technology, which was justified in the early
2000s [1], leading to its widespread adoption under the
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term integrated silicon photonics. Since then, extensive re-
search effort has been put into investigating silicon photonics
for various applications. It has enabled the replacement of
electronic interconnects with optical interconnects in short
links, such as those within data centers and chip-to-chip
communication [2], [3], driven by the need for higher data
bandwidth and lower latency. Additionally, optical general ma-
trix multiplication units, a.k.a. photonic tensor cores (PTCs),
have been successfully demonstrated in experiments [4], [5],
[6], serving as building blocks for artificial intelligence (AI)
acceleration. A novel reconfigurable optical paradigm has also
been introduced, utilizing Mach-Zehnder modulators (MZMs)
to enable versatile linear optical signal processing functions
at runtime [7], [8]. Beyond these advances, silicon photonics
is finding growing applications in other domains, including
Lidar [9], [10], quantum computing [11], and biosensing [12].

Most cases mentioned above are heterogeneously co-
integrated photonic-electronic systems since electrical signals
are always required to drive active photonic modulators (e.g.,
MZMs and ring modulators). At present, it remains com-
mon practice to design electronics and photonics separately,
with human expertise serving as the interface (e.g., setting
metrics and goals for each sub-component). This separation
arises because the design methodologies for electronics and
photonics remain largely distinct and specialized within their
respective communities, with very few fluent in the language
of both disciplines. Specifically, digital and analog electron-
ics are described using hardware description languages [13]
and SPICE [14], respectively, whereas photonic devices and
systems are represented using permittivity tensors on the Yee
grid [15] and the Scattering matrix formulation [16]. Addi-
tionally, end-to-end simulation tools capable of holistically
addressing both domains are still underdeveloped, with no
dominant solution. Most existing co-simulation methods [17],
[18], [19], [20], [21], [22], [23], [24], [25], [26] depend
on converting photonic compact models into Verilog-A or
SPICE for unified simulation. However, this approach not only
adds complexity due to model conversion overhead but also
introduces potential numerical stability issues. Furthermore, a
key missing feature in current implementations is the ability
to compute gradients within these co-simulators, a critical ca-
pability for enabling gradient-based optimization of photonic-
electronic systems.

In this paper, we propose a differentiable SPICE-level co-
simulation program for integrated photonics and electronics,
abbreviated as SPIPE. We develop a customized differentiable
frequency-domain Scattering matrix simulation for the pho-
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tonic components and, leveraging the time-domain adjoint
method [27], [28], enable differentiable transient simulation
for the electronic components as well. SPIPE accepts a text
file using an extended SPICE syntax (see Figure 2 and 3)
to describe the photonic-electronic circuit and outputs both
the analytical optical signal values (i.e., complex numbers
representing the magnitude and phase of the electromagnetic
(EM) mode coefficients) and the electrical signal values (i.e.,
real numbers representing voltage or current). SPIPE is the
first co-simulator to overcome model conversion issues (e.g.,
eliminating the need to convert photonic compact models into
Verilog-A or SPICE) and provide differentiability. Numerical
experiments on several circuits confirm the accuracy of SPIPE
when compared to analytical solutions and real-world experi-
mental data. Furthermore, in cases where existing simulators
are applicable, SPIPE achieves a runtime reduction of 2∼85×
compared to an industry-standard simulator. In summary, our
contribution and the advantages of SPIPE are:

• SPIPE eliminates model conversion issues (i.e., translat-
ing photonic models into Verilog-A or SPICE). Instead, it
directly utilizes SPICE for electronic simulation and the
Scattering matrix method for photonic simulation, with
a customized interface to facilitate seamless interaction
between the two domains.

• SPIPE is differentiable, enabling the computation of
derivatives of an optical signal with respect to voltage
or current signals.

• SPIPE features a low usage barrier and an intuitive syntax
for defining photonic-electronic systems, making it easy
to adopt and use.

• SPIPE will be open-sourced, enabling the community
to collaboratively improve and innovate in photonic-
electronic system co-design.

The remainder of this paper is structured as follows. Sec-
tion II provides a review of related works and key preliminar-
ies. Section III details the design of SPIPE. In Section IV, we
present numerical experiments demonstrating the accuracy and
performance of SPIPE. Finally, we conclude in Section V.

II. PRELIMINARIES

Since the confirmation of compatibility of silicon photonics
with CMOS technology in 2004 [1], research on heterogeneous
photonic-electronic circuits has expanded significantly. To sup-
port their design and verification, specialized simulators with
various purposes have proliferated in recent years, emerging
from both academia and industry. For example, Ansys Lumer-
ical offers FDTD for device-level modeling and INTERCON-
NECT for circuit-level modeling, while Synopsys provides
OptSim and OptoCompiler for comprehensive photonic design
and simulation. On the academic front, MEEP [29] provides an
open-source platform for differentiable EM simulations. Tor-
chONN [30] has been developed as a high-level optical com-
puting modeling framework built on PyTorch. BOSIM [31]
focuses primarily on the modeling of optical modulators based
on free-carrier plasma dispersion effect, while also support-
ing passive photonic components such as waveguides and

directional couplers. Other notable tools include GDSfactory,
Luceda IPKISS, Tidy3D, OptiSpice [25], Fiona [20], etc.

Amidst these advancements, the development of an end-
to-end photonic-electronic co-simulator that can simulate the
frequency spectrum of photonic components and the time-
domain transient voltage/current in electronic circuits remains
relatively unexplored and immature. Two preliminary method-
ologies have been investigated thus far. The first approach
builds on Verilog-A [17], [18], [19], [20]. Specifically, these
works declare a new analog variable E, representing the elec-
tric field. Then they associate an array E of length 4(N +M)
to a photonic device with N input ports and M output
ports. The factor of 4 arises due to two reasons: (i) the
bidirectional propagation (forward and backward) of optical
signals, and (ii) the lack of native support for complex numbers
in Verilog-A, so that the real and imaginary components (or
equivalently, the magnitude and phase) must be explicitly
expanded into separate variables. Moreover, if D EM modes
are considered, then the factor will change from 4 to 4D. 1 As
an example, the authors in [17], [18] develop Verilog-A models
for core photonic components and validate their accuracy
in systems such as single-sideband modulators, wavelength-
division multiplexing (WDM) links, and optical transceivers.
However, this methodology has three prominent issues that
hinder its widespread adoption. First, photonic compact mod-
els are typically provided by foundries in the Scattering matrix
formulation, rather than in Verilog-A. Hence, designers must
perform an extra model conversion step. Second, Verilog-A
is a hardware description language designed for behavioral
simulation. Even if a photonic-electronic system is simulated
successfully in Verilog-A, translating its electronic part into
a gate-level design remains challenging. Third, Verilog-A is
inherently non-differentiable, yet derivative computation is es-
sential for gradient-based end-to-end optimization in photonic-
electronic systems. 2

The second approach models photonic devices directly
in SPICE [21], [22], [23], [24], [25], [26]. Similar to the
conversion into Verilog-A, this method also requires modifying
the original schematic of an N -input-port and M -output-port
photonic device to accommodate 4(N + M) ports in the
SPICE schematic. OptiSpice [24] constructs SPICE equivalent
models for photonic devices based on their underlying physics.
However, this approach requires human expertise to develop
a new SPICE equivalent model for each newly encountered
photonic device. In contrast, the method proposed in [26]
employs a complex vector fitting (CVF) algorithm [32] to
convert a given Scattering matrix of a photonic device into
a rational pole-residue (or zero-pole) model in the Laplace
domain, which is then used to generate an equivalent SPICE
circuit model. However, CVF itself may introduce numerical
issues when determining zeros and poles [32]. Additionally,
modeling photonic devices in SPICE results in the loss of
analytical optical signal information (i.e., EM mode coef-
ficients) within a photonic device. For example, a Mach-

1Most integrated photonics are designed and operated to host one single
EM mode.

2End-to-end optimization has not yet been adopted in practice but is an
interesting future research direction.
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Fig. 1: Left: Previous work converted photonic compo-
nents into Verilog-A or SPICE models, which suffer from
model conversion issues and has high usage barrier. Right:
SPIPE preserves the established simulation methodologies for
each domain, avoiding model conversion problems, enabling
differentiability, and reducing usage barrier.

Zehnder interferometer (MZI) is a composite photonic device
typically made up of directional couplers and phase shifters.
If a SPICE-equivalent model is used for an MZI, retrieving
the analytical optical signal at an intermediate node inside the
MZI becomes challenging, if not impossible.

Our key motivation is that converting models into Verilog-
A or SPICE is complicated, introduces overhead, and deviates
from standard photonic design practices, thereby hindering
the broader adoption of end-to-end photonic-electronic co-
simulation and co-design. From first principles, an effective
co-simulator should preserve the established methodologies of
each domain while integrating them seamlessly. This approach
ensures that when only electronic or photonic circuits are in-
volved, the co-simulator naturally reverts to conventional tools
and workflows familiar to electronic and photonic designers.
Our proposed SPIPE adheres to this philosophy, for the first
time eliminating the need for model conversion (see Figure 1)
while also providing differentiability.

III. PROPOSED METHOD

SPIPE can simulate photonic-electronic systems in both
time and frequency domains given a plain text file with
SPICE-extended syntax (see Figure 2 and 3). We first describe
simulations for purely electronic circuits, followed by pure
photonic circuit simulations. Then, we discuss the electrical-
optical interfaces (photonic modulators and photodetectors)
and conclude with the overall framework of SPIPE.

A. Time-Domain Simulation for Electronics

Although earlier analog electronic circuit simulators ex-
isted (e.g., IBM TRAC and ECAP), the origin of mod-
ern circuit simulation is often attributed to the CANCER
project [33], which was later renamed to the more widely
known SPICE [14]. Many classical references exist on elec-
tronic circuit simulators, so we will not delve into detail and
will instead briefly cover the key aspects of circuit theory and
simulation for self-containment. The fundamental principles
governing an electronic circuit are Kirchhoff’s current law

(KCL) and voltage law (KVL). Essentially, SPICE simulators
automatically track all constraints imposed by KCLs and
KVLs that an analog electronic circuit should satisfy. This
procedure is achieved in terms of modified nodal analysis
(MNA) [34]. The mathematical abstraction produced by MNA
varies depending on the specific type of electronic circuit.
For instance, an electronic circuit with only resistors can be
represented by the linear system Gx(t) = u(t). A circuit con-
taining resistors, capacitors, and voltage and current sources is
modeled by Cẋ(t)+Gx(t) = u(t), where ẋ(t) represents the
derivative of x(t) with respect to t. For a general nonlinear
circuit involving MOS transistors, the system can be abstracted
as:

ẋ(t)− f(x(t), θ, t) = 0, (1)

where θ represents circuit parameters (e.g., resistors, capaci-
tors, and MOS width/length), and the form of f is yielded by
MNA. Solving this ordinary differential equation (ODE) can
be done by numerical integration methods such as Forward
Euler or Trapezoidal method given the initial condition x(0).

One key feature of our SPIPE is differentiability. For the
electronic part, differentiable computation relies on the adjoint
method [28], [27], [35], [36]. Adjoint method efficiently
computes the derivatives of voltages, currents, or a metric with
respect to a circuit parameter θ. Mathematically, if we define
a metric L = L(x(T )), we observe that L is also a function
of θ since x(T ) implicitly depends on θ and x(0) through
the ODE given in Eq. (1). The adjoint method provides a
convenient way to calculate ∂L/∂θ [35]:

∂L

∂θ
= −

∫ 0

T

[z(t)]T
∂f

∂θ
dt, (2)

where the term inside the integral is the inner product of two
vectors. Here, the vector z(t) is governed by another ODE,
which should be solved in reverse time [35] after x(T ) is
solved from the original ODE shown in Eq. (1). This reverse-
time ODE is usually referred to as the adjoint ODE [35]:

ż(t) = −[ ∂f
∂x

]T z(t) , s.t. z(T ) =
∂L

∂x(T )
. (3)

In the context of analog circuit simulation, it has been long
established that this adjoint ODE also corresponds to an ad-
joint circuit [28]. In fact, the adjoint circuit is straightforward
to build with the lookup table provided in [28].

Fortunately, the SPICE family of simulators is abundant
and well-maintained. Rather than reinventing the wheel, we
integrate HSPICE and Xyce as subroutines in SPIPE for time-
domain electronic circuit simulations. Notably, Xyce already
includes an implementation of adjoint sensitivity analysis,
whereas HSPICE does not. However, HSPICE provides nu-
merical differentiation for derivative calculations.

B. Scattering Matrix Simulation for Photonics

Photonic simulators operate at different levels of abstraction,
depending on the scale and complexity of the system. At
the device level, full-wave electromagnetic simulations such
as the finite-difference time-domain (FDTD) method solve
Maxwell’s equations on a discretized space-time grid, requir-
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ing 10–20 grid points per wavelength and time steps on the
order of 10 attoseconds to satisfy numerical stability. As a
result, simulating even a single photonic device of a few
hundred micrometers in size can involve thousands of grid
points. Extending this approach to large-scale photonic circuits
with hundreds of components is computationally prohibitive.
To address this challenge, system-level simulations typically
use the Scattering matrix (S-matrix) approach, which models
interconnected components through their input-output rela-
tions without requiring full-wave calculations.

For a general passive photonic device with N left ports and
M right ports, if analytical optical signals lin(ω) ∈ CN with
angular frequency ω are injected from the left ports, then the
Scattering matrix method models the outputs at the right ports
rout(ω) ∈ CM as:

rout(ω) = S(ω)lin(ω), (4)

where S(ω) ∈ CN×M is the device Scattering matrix (or
S matrix). Take the 2-port input and 2-port output active
MZM shown in Figure 2 as an example. Its Scattering matrix
provides the relation between its inputs {l1, l2} and its outputs
{r1, r2} (where we have omitted the superscript ‘in/out’ for
simplicity):[

r1(ω)
r2(ω)

]
=

[
cosϕ i sinϕ
i sinϕ cosϕ

] [
l1(ω)
l2(ω)

]
, (5)

where the phase shift ϕ can be adjusted at run-time, either
through the thermal-optic effect or the free-carrier plasma
dispersion effect [37]. As another example, the Scattering
matrix for a straight waveguide with 1-port input and 1-port
output is given by:

r(ω) = exp

(
−j ωneffL

c

)
l(ω), (6)

where neff is the effective EM mode index, L is the length of
the waveguide, and c is the speed of light in free space.

Due to the bi-directional propagation of optical signals,
Eq. (4) is insufficient, and an additional equation is needed to
model the signals traveling in the opposite direction. Instead
of writing two separate equations, it is standard practice to
combine them into one:[

rout(ω)
lout(ω)

]
= S(ω)

[
lin(ω)
rin(ω)

]
, (7)

where now S(ω) ∈ C(N+M)×(N+M). Here l(ω)in ∈ CM and
r(ω)in ∈ CN are the input optical signals injected from left
and right ports, respectively. SPIPE adopts Eq. (7) for bi-
directional modeling so that it can work with photonic circuits
containing loops, such as recirculating programmable photonic
mesh [7].

Now, let us consider a photonic circuit with Nd components,
where each component is described by a Scattering matrix
as shown in Eq. (7) and they are connected to others at
Np ports. We associate each port with two analytical optical
signals — one for the ‘forward’ direction and one for the
‘backward’ direction, where ‘forward’ and ‘backward’ are
arbitrary but fixed assignments to represent the bidirectional
light propagation. Then, overall we have a vector x ∈ C2Np

MZM1 PS1 MZM2 R2

R1PD1

PD2

DAC (X1) DAC (X2)
n_x1_b[0:7] n_x2_b[0:7]

Fig. 2: Circuit schematic of a basic PTC proposed in [38].
The photonic part consists of two MZMs, a passive phase
shifter (PS), and two photodetectors (PDs). A laser emits light
into the lower port of MZM1. Digital-to-Analog Converters
(DACs) provide electrical signals to drive the MZMs, varying
their phases {ϕ1, ϕ2}. For illustration purposes, the DACs
are depicted with 8-bit resolution. The corresponding text file
describing this PTC is shown in Figure 3.

Fig. 3: A simplified input netlist representing the circuit shown
in Figure 2 for SPIPE. Comments are shown in green starting
with * or #, device definitions (including parameters and
connections) are displayed in black, and the control statements
are highlighted in orange.

needed to solve at a specific ω. Notice that for a general device
described by Eq. (7), it actually imposes (N + M) linear
equality constraints on x. Consequently, we can formulate a
matrix equation Ax = b by rewriting the Scattering matrix
relations as linear equality constraints on x for each of the Nd

components, and further solve it by inverting matrix A, i.e.,
x = A−1b. We note that if the photonic circuit response
at different frequency points {ω1, ω2, · · · } are desired, we
need to solve Ax = b repeatedly at each frequency point.
The above describes a standard Scattering matrix simulation
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procedure, which has been widely adopted for system-level
integrated photonic simulations in tools such as Lumerical
INTERCONNECT and Luceda IPKISS.

In SPIPE, we extend it from two perspectives. First, we
make it differentiable. Specifically, considering a parameter θ
(e.g., the phase shift ϕ in the MZM model shown in Eq. (5)
or the length L in the waveguide model shown in Eq. (6)) of
a photonic component, we can calculate the derivative of x
with respect to it [39]:

dx

dθ
= −A−1 dA

dθ
x. (8)

It implies a little computational overhead is needed to make the
Scattering matrix simulation differentiable, as A−1 is already
needed in solving x, and only a limited number of elements
in dA/dθ are non-zero. The second extension will be clear in
the next subsection.

C. Electrical and Optical Interface

To enable photonic-electronic co-simulation, it is crucial
to accurately model their interfaces, specifically modulators
(which convert electrical signals to optical signals) and pho-
todetectors (which convert optical signals to electrical signals).

a) Modulators: The conventional Scattering matrix
model for a 2-port input and 2-port output active MZM
has been shown in Eq. (5). Regardless of the mechanism
adjusting ϕ (e.g., thermal-optic effect or the free-carrier plasma
dispersion effect [37]), the on-chip implementation typically
involves the application of an electrical signal to induce heat
dissipation or carrier movement. Noticing such, we can model
ϕ using a D-th order Taylor expansion (around v = 0):
ϕ(ω) =

∑D−1
d=0 ad(ω)× vd. Note that the coefficient functions

{ad(ω)}Dd=1 should be provided when defining the MZM
in SPIPE and that this won’t have any modeling inaccuracy as
long as D is sufficiently large. In practice, we anticipate that
these coefficients will be supplied by foundries if SPIPE is
adopted.

In fact, the model above only states that if a constant voltage
v is applied for a sufficiently long period, then the phase ϕ
will ultimately reach a steady value expressed by the Taylor
expansion. However, what if the value v changes before ϕ
reaches a steady state? This scenario requires us to adapt the
MZM model to explicitly consider the time axis, i.e., dealing
with v(t). This introduces an open question that has not yet
been satisfactorily addressed.

Assumption 1. A photonic modulator responds instantly,
given an electrical signal to drive it. Namely, when a voltage
v is used to drive the modulator at time t, the modulator
immediately changes to the phase shift ϕ corresponding to v,
i.e., ϕ doesn’t have a transient period.

We notice that with Assumption 1, whose rationale and
validity we will subsequently justify, we can essentially add
the time variable into the Scattering matrix in Eq. (5) and
update our MZM model:[

r1(ω, t)
r2(ω, t)

]
=

[
cosϕ(ω, t) i sinϕ(ω, t)
i sinϕ(ω, t) cosϕ(ω, t)

] [
l1(ω, t)
l2(ω, t)

]
, (9)

ϕ(ω, t) =

D−1∑
d=0

ad(ω)× [v(t)]d. (10)

Eqs. (9)-(10) may seem controversial at first sight, with both
time and frequency variables appearing. However, substituting
specific time point values (e.g., t1 and t2, where t1 ̸= t2)
into Eqs. (9)-(10), we note that essentially all they do is to
decouple the calculation of ϕ at two time points, which is
precisely Assumption 1.

Now we explain the validity of Assumption 1. At the
contemporary technology node, electronic circuits typically
operate at frequencies ≤10 GHz, and similarly, high-speed
DACs can output signals at 10 Giga samples per second.
This roughly translates to the v(t) used to drive the photonic
modulator, which is approximately regarded as a constant for
every 0.1 ns. If the transient time that ϕ needs to reach its
value (e.g., 0.1 ps) is much less than that, v(t) will appear
constant over a sufficiently long period for ϕ, thereby validat-
ing Assumption 1. Luckily, this is indeed the case for silicon
photonic modulators based on the free-carrier plasma disper-
sion effect [37], [40]. Moreover, if a more accurate model
is desired when a photonic system is integrated with a high-
frequency electronic system, e.g., millimeter-wave transceiver,
Assumption 1 can be entirely eliminated, because Eq. (10)
can be extended to consider non-negligible ϕ transient time
if we include terms such as {v(t − ∆t), v(t − 2∆t), · · · } in
a discretized formulation or {v̇(t), v̈(t), · · · } in a continuous
formulation. For the purposes of demonstrating SPIPE, we
stick with Assumption 1 and use Eq. (10).

We emphasize that the updated modulator models presented
in Eq. (9) incorporate the time axis, representing the second
extension we made to the standard Scattering matrix simu-
lation. For other passive photonic components (e.g., waveg-
uides), we continue to use Eqs. (4) and (7). Unlike modulators
whose Scattering matrices need to be re-evaluated at every
time step, their Scattering matrices do not depend on time.
Despite this extension, the solution technique (i.e., formulating
as Ax = b) discussed in Section III-B still applies.

b) Photodetectors: The modulators discussed above con-
vert electrical signals into optical signals, while photodetectors
(PDs) perform the reverse conversion, transforming optical
signals into electrical signals. Let us denote the analytical
optical signal which will be injected into a PD (e.g., at node
n6 or n7 in Figure 2) as p(ω, t), which has been calculated
by Scattering matrix simulation. Again, we re-emphasize that
because we have incorporated the time axis in the Scattering
matrix simulation, so p(ω, t) depends on both ω and t. For
a pure photonic circuit only containing passive components,
p(ω, t) will reduce to p(ω).

Recall that p(ω, t) represents the magnitude of the EM mode
at frequency channel with angular frequency equal to ω and
at time t. It is physically grounded that the optical power
associated with such an analytical optical signal is proportional
to |p(ω, t)|2, i.e., P ∝ |p(ω, t)|2. The output photocurrent of
PDs is well established and is given by:

Ipd =

Nc∑
n=1

Rn × Pn ∝
Nc∑
n=1

Rn × |p(ωn, t)|2, (11)
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where Nc ∈ Z+ is the number of frequency channels, Rn is
the responsivity associated with the n-th channel (unit: A/W),
and Pn is the optical power of the n-th channel received by
the PD (unit: W). Thus, with a slight abuse of the notation,
we can define:

Ipd(t) =

Nc∑
n=1

R(ωn)× |p(ωn, t)|2. (12)

Note that |p(ωn, t)|2 is unitless, and R(ωn) has unit Watts.
It can be understood that the proportionality constant in the
expression Pn ∝ |p(ωn, t)|2 is absorbed into Rn, yielding
R(ωn).

Fig. 4: Two PD-equivalent source circuit models are shown.
The left shows a simple model given in [41], while the right
depicts a more detailed model.

The generated photocurrent acts as an independent current
source that drives the electronic circuit connected to the PD.
Ideally, the electronic equivalent circuit model of a PD would
include only this photocurrent source. However, in practice,
additional elements such as source resistance and capacitance
need to be considered, as illustrated on the left side of Figure 4.
Furthermore, a trans-impedance amplifier (TIA) circuit may
be required to amplify the electrical signal, as depicted on the
right side of Figure 4. SPIPE has a few built-in electronic
equivalent source circuit models for PDs and also allows
users to define new ones. In the following subsection, we
will integrate these elements and present the overall simulation
methodology of SPIPE.

D. SPIPE Flow

Algorithm 1 summarizes the main steps of SPIPE. In a
photonic-electronic co-integrated system, it is natural for the
modulator driving voltage to influence the photocurrent. For
example, in the PTC schematic shown in Figure 2, the voltage
at m1 affects the photocurrent output of PD1. However, the
reverse impact described in Definition 1 is relatively uncom-
mon. Before delving deeper, it is essential to formally define
this reverse impact as feedback in our context.

Definition 1. Feedback occurs if any photocurrent Ipd,i(t)
impacts any modulator driving voltage vj(t).

Based on this definition, an immediate corollary is that
for a circuit without feedback, Step 6 in Algorithm 1 will
always yield the same Vnew, regardless of I. More importantly,
this implies that Algorithm 1 requires only two iterations to
simulate a photonic-electronic circuit without feedback.

To better understand Algorithm 1, we provide intermediate
schematics corresponding to the circuit shown in Figure 2

Algorithm 1 SPIPE Algorithm

Require: An electronic-photonic circuit described
with SPIPE syntax

Ensure: Optical signals, node voltages, and branch currents
Electronic circuit E , photonic circuit P

1: Identify where modulators and photodetectors present, and
denote their numbers as Nmd and Npd, respectively.

2: Cut the connections between E and P at all modulator lo-
cations. Append modulator-equivalent load circuit models
to E .

3: Cut the connections between E and P at all PD locations.
Append PD-equivalent source circuit models to E .

4: Initialize the driving voltages for the modulators V =
{vi(t)}Nmd

i=1 and the photocurrents I = {Ipd,i(t)}
Npd
i=1.

5: while convergence not reached do
6: Simulate E with photocurrents I using SPICE, yielding

updated voltages Vnew.
7: Simulate P with the updated voltages Vnew using Scat-

tering matrix simulation, yielding updated photocur-
rents Inew.

8: Update V← Vnew and I← Inew.

during the execution of SPIPE, following the steps outlined in
Algorithm 1. These intermediate steps are illustrated in Fig-
ure 5. The modulator-equivalent load circuits are highlighted
within the dashed orange blocks, while the PD-equivalent
source circuits are shown within the dashed green blocks.
Here, the equivalent circuits have been simplified for illus-
tration purposes, and meanwhile, we note that SPIPE also
allows users to define their own equivalent circuits. It is evident
from Figure 2 that the circuit does not exhibit the feedback
defined previously, which is also reflected in Figure 5, where
the voltages {v1, v2} do not depend on {Ipd,1, Ipd,2}.

Fig. 5: Intermediate steps when simulating the circuit shown
in Figure 2 using SPIPE. This circuit doesn’t have feedback,
i.e., the electronic simulation output {v1, v2} does not depend
on {Ipd,1, Ipd,2}. SPIPE allows users to define customized
equivalent circuits in the dashed orange and green blocks.

Finally, it is worth noting that most photonic-electronic
circuits existing today do not exhibit feedback, making Al-
gorithm 1 sufficient. However, we proactively look into the
future and have extended SPIPE for circuits with feedback.
Let us denote the SPICE simulation in Step 6 as g(·) and the
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Scattering matrix simulation in Step 7 as f(·). Essentially, we
are looking for the solution pair (I,V) such that g(I) = V
and f(V) = I, which can be formulated as solving:

min
V,I

L = ||g(I)−V||2 + ||f(V)− I||2. (13)

Since this is a physical system, we know the global minimum
L = 0 is attainable. Algorithm 1 can be regarded as one
way to solve Eq. (13) which works well when g(·) is a
constant (i.e., g(I1) = g(I2) for any I1 and I2, representing a
circuit without feedback). When feedback exists, the iterative
approach in Algorithm 1 might be inefficient. To address
such cases, SPIPE can enable Xyce backend, which supports
adjoint sensitivity calculating the derivative of g(·). Moreover,
SPIPE implements a differentiable Scattering matrix so that
the derivatives of f(·) are also available. Thus, a gradient-
descent optimization routine can be used to solve Eq. (13).

We conclude with several important remarks regard-
ing SPIPE. First, SPIPE uses transistor-level models for
electronic components and Scattering matrices for photonic
components. These modeling abstractions align with indus-
try standards, as they are the same representations used
by foundries in process design kits (PDKs). As such, once
PDKs are provided, SPIPE can be directly applied to simu-
late electronic-photonic systems without requiring additional
model calibration. In our paper, the device parameters are set
to their typical values following pervious literature. Second,
the availability of gradient information in SPIPE paves the
way for end-to-end design optimization of electronic-photonic
systems—an exciting direction we leave for future exploration.
Third, as illustrated in Figure 3, basic familiarity with SPICE
syntax and relevant simulation parameters (e.g., effective mode
index, frequency range of interest) is sufficient for users to
begin utilizing SPIPE.

IV. NUMERICAL RESULTS

We implement SPIPE in Python, integrating subroutine calls
to HSPICE and Xyce for electronic circuit simulation. A
few equivalent circuit models for modulators and PDs are
implemented with the ‘.subckt’ syntax in SPIPE, which can be
parsed by HSPICE or Xyce. For photonic circuit simulation,
we develop a differentiable Scattering matrix simulation in
PyTorch and implement the Scattering matrices of key pho-
tonic components used in our experiments. Specifically, given
an electronic-photonic circuit in SPIPE, we first parse it into
two sub-netlist files: one for the electronic part and one for
the photonic part. This parsing process involves string manip-
ulation and is efficient, as SPIPE adopts a SPICE-like syntax.
At a higher level, a Python system program orchestrates the
co-simulation. Specifically, it invokes HSPICE or Xyce on
the electronic netlist using the provided photocurrent values,
and retrieves the resulting modulator driving voltages. These
voltages are then passed to our customized differentiable Scat-
tering matrix simulator to compute the updated photocurrents.
The data exchange between the electronic (HSPICE/Xyce) and
photonic (Scattering matrix) simulators occurs in Python using
PyTorch tensors. All numerical simulations are conducted on
a Linux server equipped with an Intel Xeon E5 CPU.

A. Programmable Photonic Mesh

The programmable photonic mesh [7] is a recently devel-
oped reconfigurable computing paradigm capable of realizing
various optical functions at run-time, which is also referred to
by some as a photonic FPGA. A programmable photonic mesh
consists of basic units connected in a specific topology, most
commonly square, triangular, or hexagonal [7]. In this section,
we begin with its passive version to verify SPIPE. Specifically,
each basic unit comprises two directional couplers (DCs) and
two phase shifters, which are fixed after fabrication in the
passive version, as illustrated in Figure 6.

Fig. 6: Left: A passive basic unit is made up of a left and a
right directional coupler (DC) and two phase shifters. Right:
An example of 3-by-3 square mesh, made up of connecting
basic units (highlighted by red rectangles) in square cells.

Fig. 7: Left: Frequency response obtained by SPIPE and
Lumerical INTERCONNECT on the same 30-by-30 square
mesh under identical conditions (e.g., same coupling ratios,
measured port, and EM mode effective index). Right: Run-
time comparison between Lumerical INTERCONNECT and
SPIPE versus the number of rows (equal to columns) in a
square mesh, averaged over 10 simulations. Shaded regions
indicate the range of ±3 standard deviations.

We create a custom script that generates square meshes
of arbitrary size and randomly initializes the coupling ratios
of the DCs. We then use SPIPE and a commercial-standard
photonic circuit simulator, Lumerical INTERCONNECT, to
simulate these meshes. It is worth noting that in current
silicon photonic hardware implementations, mesh sizes are
typically fewer than 10 [7]. The largest mesh size used
in our experiments, a 30-by-30 configuration, is therefore
already forward-looking from a scalability perspective and
serves as a meaningful benchmark for evaluating SPIPE.
Moreover, SPIPE currently employs only the direct method
(i.e., matrix inversion) to solve the system-level Scattering
matrix. For very large mesh sizes, iterative methods are
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Fig. 8: The gradient of the photocurrent with respect to the
driving voltage of each modulator in a basic unit is computed
by SPIPE in a 5-by-5 mesh and visualized as a heatmap. Each
colored square represents a basic unit, oriented either vertically
or horizontally. The optical input port is indicated by a black
arrow, while the measured photocurrent is marked by a blue
arrow. The left and right panels are two different cases.

TABLE I: SPIPE simulation MSE difference and runtime
against Lumerical INTERCONNECT and gradient error.

#Row/Col #Device Sim. Err Runtime Grad. Err

3 144 2.7E-10 85.8× 2.22E-7
6 504 5.6E-10 34.5× 2.20E-7
9 1080 3.2E-9 20.8× 7.38E-8

12 1872 1.7E-9 12.8× 7.13E-8
15 2880 3.4E-9 9.3× 1.30E-7
18 4104 6.2E-9 5.7× 1.03E-7
21 5544 1.2E-9 4.4× 8.94E-8
24 7200 2.4E-9 2.7× 9.05E-8
27 9072 3.9E-9 2.2× 1.84E-7
30 11160 6.9E-9 2.0× 1.79E-7

* Here #Device = 12 · (#Row + 1) · (#Row). Gradient
error is calculated by comparing to that obtained via
numerical perturbation.

expected to offer greater efficiency, and we consider this an
important direction for future work. Figure 7 demonstrates
that with the current implementations, SPIPE produces results
consistent with Lumerical INTERCONNECT while achieving
a significantly shorter run-time. The third column in Table I
further reports the quantitative simulation error when compar-
ing SPIPE with Lumerical INTERCONNECT.

Next, we restore the passive DCs to active modulators, re-
verting to the original programmable photonic mesh proposed
in [7]. The driving voltages on the active modulators are
randomly initialized. We further add a PD to the mesh and
then use SPIPE to compute the derivative of its photocurrent
with respect to the driving voltages applied to all modulators
(i.e., the derivative of f(·) in Eq. (13)). Results are shown
in the last column of Table I. In a 3-by-3 mesh with 144
active modulators, the derivative is a 144-dimensional vector,
differing from numerical perturbation by a mean absolute error
of 2.2E-7. Figure 8 further shows the gradient map calculated
by SPIPE using a 5-by-5 mesh as an example. Take the left
part of Figure 8 as an example, the optical input and output
ports are positioned at the top left of the mesh. The gradient
heatmap aligns with expectations — basic units farther from

the input and output ports exert less influence on the output
photocurrent, resulting in lower gradient values. Moreover, the
heatmap shows gradient absolute values on the order of 1E-5,
while the error of gradient calculation is on the order of 1E-7
as reported in Table I, which is 1% of the gradient magni-
tude, justifying the accuracy of SPIPE ’s gradient calculation.
Moreover, we evaluate the gradient computation time and find
that it typically accounts for 70%–80% of the total simulation
time. For example, given #row = 3 and 6, the proportion
of time spent on gradient computation is 73.4% and 81.9%,
respectively.

B. Photonic-Electronic Co-Integrated System

In this subsection, we consider photonic-electronic co-
integrated systems. We mainly compare SPIPE to analytical
solutions, reported experimental data in real-world measure-
ments, and Verilog-A implementation.

Fig. 9: A simplified Verilog-A implementation of a waveguide.
Since Verilog-A does not support complex numbers, the real
and imaginary parts must be handled separately.

a) PTC Proposed in NetCast and LT: We now consider
photonic-electronic co-integrated circuits, beginning with the
circuit shown in Figure 2 and 3. An 8-bit DAC is designed
using the open-source Skywater 130nm PDK, operating at
approximately 0.1 Gsps (equivalent to 10 ns per sample) in
SPICE. As described in NetCast [38], the difference between
the outputs at nodes n8 and n9 in Figure 2 is proportional to
the product of the DAC outputs X1 and X2, which can be
calculated analytically.

We perform both Verilog-A and SPIPE simulations on this
circuit. Inspired by [17], we implement key photonic com-
ponents, including waveguides, modulators, photodetectors,
and electronic DACs, in Verilog-A. A simplified waveguide
Verilog-A module is shown in Figure 9. The Verilog-A mod-
ules are simulated using Cadence Spectre. The Verilog-A sim-
ulation completes within 10 seconds, whereas our SPIPE takes
approximately 79.4 seconds (see Table II for a detailed runtime
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Fig. 10: Top row: Comparison of simulated results from SPIPE with ideal values at the DAC output ports. Bottom row: The
voltage difference at output nodes n8 and n9 (solid blue line) is proportional to the product of DAC outputs X1 and X2
(red dashed line). The discrepancy between the simulated and ideal results arises from non-idealities (e.g., electronic circuit
transient response, PD noise) that are accounted for in SPIPE but not in the ideal model. Comparing (a)–(c), we observe that
the transient behavior of the DACs affects the final output. Since we use an open-source 130nm PDK, the RC time constant
of the designed DAC is in the range of several nanoseconds.

breakdown). It is important to emphasize that this difference is
expected, as Verilog-A is a behavioral modeling approach that
operates at a higher level of abstraction compared to SPICE,
making it significantly faster. For instance, modeling an 8-bit
DAC in SPICE requires numerous MOS transistors, whereas
in Verilog-A, it can be reduced to a single line: v(out) <+
(vmax - vmin) * discrete + vmin, in the simplest
case. However, our goal is to develop a SPICE-level photonic-
electronic co-simulator, where longer simulation time is an
inherent inevitable trade-off for higher accuracy.

The simulation results of SPIPE are presented in Figure 10,
comparing them with analytical results. In Figures 10 (a) to
(c), we progressively increase the DAC input signal period
from 2 ns to 100 ns. It is evident that as the signal period
increases, the outputs at both the DACs and nodes n8 and
n9 align more closely with their ideal values, confirming that
the transient behavior of the DACs significantly impacts the
outputs. Furthermore, when comparing Figures 10 (c) and (d),
we observe that the discrepancy between the SPIPE simulation
and the ideal values does not arise from systematic errors
in SPIPE, but rather from the consideration of non-ideal
models in SPIPE. The simulation results of Verilog-A are
omitted, as they are not our primary focus. However, we
observe that in the ideal case, the Verilog-A simulation output
aligns with the analytical response, similar to Figure 9 (d).

More importantly, SPIPE offers a ‘cycle-accurate’ power
simulation for PTC (and any photonic-electronic circuits),
which represents a crucial step in verifying the promised PTC
potential — low power consumption. Note that PTC itself
doesn’t have a clock cycle, while the term ‘cycle’ refers to
that of DACs, which deliver operands to the PTC in sync
with clock cycles. The power consumption over time is plotted

in Figure 11. The photonic power consumption (red line)
primarily comes from the optical laser source and a tiny
portion of optical loss. The red, green, and orange lines show
minimal variation over time, which is barely visible compared
to the blue curve. Summing all four lines, we estimate that the
PTC consumes between 70 mW∼140 mW, aligning perfectly
with the hardware results reported in [43].

Fig. 11: Left: Power is plotted along time in NetCast PTC.
‘Equiv.’ is short for ‘Equivalent’. Right: In LT [42], power
averaged in time is plotted along the number of rows/columns.

We further explore the extended PTC design proposed in
LT [42]. The N -by-M PTC in [42], with Nc wavelength
channels, includes NM DDots (compound passive photonic
units) and (N + M)Nc DACs. In our experiment, we set
N = M and choose Nc = 4, reusing DACs from the
130nm process. The simulation results at DDots’ outputs are
similar to Figure 10, and are omitted. More importantly, we
evaluate PTC scalability by plotting power consumption versus
the number of rows/columns in Figure 11 and analyzing the
runtime breakdown of SPIPE in Table II. The power estimates
align with [42], and the runtime results indicate that HSPICE
simulation for electronics is the main bottleneck.
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TABLE II: Number of modulators in different PTC experiments and the run-time (seconds) breakdown. †Because Verilog-A
does behavioral modeling, it is expected to run much faster than SPIPE. However, our goal is to develop a SPICE-level
photonic-electronic co-simulator, where longer simulation time is an inherent inevitable trade-off for higher accuracy.

# MODs SPIPE †Convert to Verilog-A [17]HSPICE S-Matrix Overall
Figure 2 [38] 2 75.1 0.02 79.4 10.0
1× 1 PTC [42] 8 267.1 0.2 267.5 35.4
3× 3 PTC [42] 24 797.9 0.5 798.5 104.7
5× 5 PTC [42] 40 876.1 0.9 877.7 121.3

b) Optical Phased Array (OPA): As shown in Fig. 12, a
1D OPA [44] consists of N optical emitting elements arranged
in a linear configuration, with each element spaced by a
fixed distance d. The relative phase difference between the
n-th element and the first element, denoted as ϕn, determines
the interference pattern of the emitted light, which in turn
dictates the direction of the output beam. The array factor
(AF), which describes the far-field radiation pattern, is given
by: AF(θ) = |

∑N−1
n=0 exp(j(nkd cos θ + ϕn))|, where k = 2π

λ
represents the wave number. The phase difference ϕn may
result from unintended factors, such as waveguide imbalances,
or from deliberate phase tuning via active modulators driven
by electronic circuits.

Y-branch

phase shifter

DAC arrays
clock, e.g.,
100 MHz

Fig. 12: A schematic of a 1D OPA made up of a 3-column
Y-splitter tree. The active modulators are highlighted in pink.

We simulate a 1D OPA composed of a 3-column photonic
Y-branch splitting tree (a total of 7 Y-branches), with active
modulators on the upper arms of the Y-branches, driven by
DACs. The input signals at all 7 DACs are identical, and
the ideal DAC output, along with the real simulated output,
is shown on the left of Figure 13. The AF plot is shown
on the right. It displays beam steering at different angles
about every 10 ns, consistent with the DAC clock cycle. This
example demonstrates the effectiveness of SPIPE in end-to-
end modeling of the temporal behaviors of OPA under the
influence of electronic driver circuits.

V. CONCLUSIONS

In this paper, we present SPIPE, a differentiable SPICE-
level co-simulation program for integrated photonics and
electronics. SPIPE offers unique advantages: (i) a low usage
barrier for defining photonic-electronic circuits, enabled by an
extended SPICE syntax, (ii) full differentiability effectively
handling photonic-electronic circuits with feedback, and (iii)
no model conversion problem. SPIPE delivers comparable

Fig. 13: Left: The ideal DAC output and the real simulated
output. Right: AF is plotted along time and angle θ.

simulation accuracy to analytical solutions, real-world exper-
imental data, and existing simulators (where existing ones
are applicable) while significantly improving efficiency by
2∼85×. SPIPE enables direct interactions between photonic
and electronic components while preserving established sim-
ulation principles of each domain — SPICE for electronics
and Scattering matrix for photonics. SPIPE lowers the bar-
rier to photonic-electronic co-simulation and provides a solid
foundation for co-design.
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